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ABSTRACT

Accurate calculations of starspot spectra are essential for multiple applications in astronomy. The
current standard is to represent starspot spectra by spectra of stars that are cooler than the quiet star
regions. This implies approximating a starspot as a non-magnetic 1D structure in radiative-convective
equilibrium, parametrizing convective energy transport by mixing length theory. It is the inhibition
of convection by the starspot magnetic field that is emulated by using a lower spot temperature
relative to the quiet stellar regions. Here, we take a different approach avoiding the approximate
treatment of convection and instead self-consistently accounting for the interaction between matter,
radiation, and the magnetic field. We simulate spots on G2V, K0V, M0V stars with the 3D radiative
magnetohydrodynamics code MURaM and calculate spectra (R ≈ 500 from 250 nm to 6000 nm)
using ray-by-ray radiative transfer with the MPS-ATLAS code. We find that the 1D models fail to
return accurate umbral and penumbral spectra on K0V and M0V stars where convective and radiative
transfer of energy is simultaneously important over a broad range of atmospheric heights rendering
mixing length theory inaccurate. However, 1D models work well for G2V stars, where both radiation
and convection significantly contribute to energy transfer only in a narrow region near the stellar
surface. Quantitatively, the 1D approximation leads to errors longward of 500 nm of about 50% for
both umbral and penumbral flux contrast relative to quiet star regions on M0V stars, and less than
2% (for umbrae) and 10% (for penumbrae) for G2V stars.

Keywords: stars: atmospheres — stars: magnetic field — stars: solar-type — magnetohydrodynamics
(MHD)

1. INTRODUCTION

The action of a stellar dynamo (Charbonneau 2020)
leads to the formation of magnetic field which emerges
to stellar surfaces in a form usually described by flux
tubes (Solanki et al. 2006). The magnetic field mod-
ifies thermodynamic and dynamic properties of stellar
atmospheres and leads to the formation of active re-
gions. They consist of facular regions which are formed
by ensembles of small magnetic flux tubes and often also
contain spots which are formed by bigger flux tubes (see,
e.g. detailed discussion in Solanki et al. 2013). The ra-
diative spectra emitted by faculae and spots are differ-
ent from those emitted by quieter stellar regions. This
leads to a variety of phenomena. One of the most excit-
ing among them is stellar brightness variability caused
by changes in coverage of the visible stellar disk by mag-

netic features (e.g. due to the activity cycles or due to
stellar rotation, see Basri 2021). The observations of
stellar brightness variability revealed a number of im-
portant stellar properties, e.g. it allowed determination
of stellar rotation periods (McQuillan et al. 2014; Santos
et al. 2019; Reinhold et al. 2023) and properties of mag-
netic flux emergence on stellar surfaces (Schrijver 2020;
Nèmec et al. 2022).
Recently it has also become clear that magnetic fea-

tures, while helping us to study stars, significantly com-
plicate the detection and characterisation of exoplanets
and their atmospheres. For example, the main method
for studying exoplanetary atmospheres currently is the
measurement of its transmission spectrum, i.e. appar-
ent dependence of the planetary radius on the wave-
length (Seager & Sasselov 2000). The planet appears
bigger at the wavelengths where its atmosphere actively

ar
X

iv
:2

41
1.

14
05

6v
1 

 [
as

tr
o-

ph
.S

R
] 

 2
1 

N
ov

 2
02

4

http://orcid.org/0000-0003-3490-6532
http://orcid.org/0000-0002-8842-5403
http://orcid.org/0000-0002-0929-1612
http://orcid.org/0000-0002-6087-3271
http://orcid.org/0000-0001-8217-6998
http://orcid.org/0000-0002-6568-6942
http://orcid.org/0000-0001-9474-8447
http://orcid.org/0000-0002-6892-6948
http://orcid.org/0000-0002-3418-8449
songyongliang


songyongliang


songyongliang


songyongliang


songyongliang


songyongliang


songyongliang


songyongliang


songyongliang


songyongliang


songyongliang




2

absorbs or scatters stellar radiation so that the trans-
mission spectra allow us to determine the composition
of planetary atmospheres. Recent studies, however, re-
vealed that planetary signal can be overwhelmed by con-
tamination from magnetic features unocculted during
the transit (see, e.g., Rackham et al. 2023). In partic-
ular, it is currently impossible to distinguish water in
atmospheres of exoplanets and in spots on the host star
(Barclay et al. 2021a; Moran et al. 2023).
The community has developed a number of approaches

to circumvent the magnetic contamination of transmis-
sion spectra (Rackham et al. 2023; TRAPPIST-1 JWST
Community Initiative et al. 2023). Regardless of the spe-
cific details, all these approaches require precise knowl-
edge of both facular and spot spectra. Since their spec-
tra cannot yet be readily observed, the only way to ob-
tain them is to rely on models. In the absence of real-
istic 3D radiative magnetohydrodynamics (MHD) sim-
ulations of faculae and spots, the community had to
rely on 1D radiative-equilibrium models with a param-
eterised treatment of convection, approximating faculae
by warmer non-magnetic stars and spots by cooler non-
magnetic stars (Rackham et al. 2023). These models,
however, do not account for the complex interaction be-
tween magnetic field, plasma, and radiation. Witzke
et al. (2022) and Norris et al. (2023) recently showed
that 1D radiative-equilibrium models dramatically fail
to reproduce the spectral profile of the facular contrast
revealed by comprehensive 3D radiative MHD simula-
tions.
In this paper, we for the first time calculate spot spec-

tra based on the MHD simulations of G2V, K0V, and
M0V stars. Namely, we use 3D MHD simulations of
spots produced with the 3D radiative MHD code MU-
RaM (Vögler et al. 2005) and compute their spectra
using the radiative transfer code MPS-ATLAS (Witzke
et al. 2021). Based on the results of these calculations we
also assess the applicability of 1D models employed un-
til now to compute starspot spectra. The current paper
is limited to these three spectral types. Later-type M-
dwarfs will be addressed in a separate paper since their
simulations require an update of molecular opacities in
MURaM and MPS-ATLAS.

2. METHOD

Our calculations are performed in two steps. In the
first step (see Sect. 2.1), the atmospheric structures of
spots on G2-, K0-, and M0-dwarfs are simulated with
the radiative 3D MHD MURaM code. In the second
step (see Sect. 2.2), we use the MPS-ATLAS code to
calculate spectra from these atmospheres.

2.1. MHD simulations

In this section, we outline some of the key details
about the MHD simulations used in our work and then
in the next section continue with the description of the
spectral calculations with the MPS-ATLAS code. A

detailed description of MURaM simulations of spots is
given in Bhatia et al. (2024, in prep.).
The MURaM simulations we use here are an exten-

sion of the work by Panja et al. (2020) who performed
simulations of spots in a slab geometry. Here we use a
principally similar setup for the magnetic field except
that our flux tubes are cylindrical, as described in Bha-
tia et al. (2024, in prep.). To form an adequate penum-
bra, we have followed the approach of Rempel (2012).
Namely, we started the simulations in a large box with
two spots of opposite polarities using a coarse grid both
in horizontal and vertical directions. After the spots
stabilized and formed penumbrae we isolated one of the
spots and continued running it at doubled resolution to
better simulate the structure of the spot. The final di-
mensions and resolutions for each of the spectral types
are given in Table 1. At the top boundary we made the
magnetic field more horizontal than a potential field by
a factor of 3. This allowed us to preserve a decent sized
penumbra.

The two-spot simulations as well as initial phase of
isolated spot simulations have been performed assuming
gray radiative transfer. Once the isolated spot simula-
tions have stabilized, we switch to a more accurate ra-
diative transfer scheme and use a multi-group approach
(Nordlund 1982) with four groups adapted from Beeck
et al. (2013). After the non-gray simulations stabilized
we saved about ten simulation cubes separated by 10
minutes each (see Table 1). For each of these cubes
we computed the emergent spectra between 200 nm and
6000 nm with the MPS-ATLAS code using the ray-by-
ray approach discussed in Sect. 2.2.

2.2. Spectral synthesis: Ray-by-ray radiative transfer

A MURaM simulation provides the atmospheric tem-
perature T , density ρ, velocity field v and the magnetic
field B on a 3-D grid. Values at any location in the
domain can then be obtained by interpolation. We cal-
culate spectra under the assumption of local thermal
equilibrium (LTE) which allows a ray-by-ray solution of
the radiative transfer. We perform this solution with the
MPS-ATLAS code specifically developed for a fast ra-
diative transfer along the ray (Witzke et al. 2021). The
spectrum at any disk position is calculated by solving
the radiative transfer along appropriately inclined rays
and then considering the spatial average of the result-
ing intensities. For example the spectrum at disk centre
involves rays which are oriented along the vertical axis.
The rays will be inclined with respect to the vertical
when we look away from disk centre. This is achieved in
practice by rotating the cube by an angle corresponding
to the disk position chosen for spectral synthesis before
interpolating to the vertical rays.
Such a ray-by-ray solution is often refereed in the lit-

erature as 1.5D approach (see for example, Holzreuter
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Figure 1. Disk center intensity images of the spots for G2, K0 and M0 dwarfs at four representative wavelengths computed

with the MPS-ATLAS code. The yellow and cyan contours indicate the masks that were used to select the penumbral and

umbral regions in each case. All images have been normalized to their respective spatially averaged quiet region intensities. The

gray scale indicates relative intensities between 0 (black) and 1.2 (white) as indicated by the color bar.
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Table 1. Details of the simulation boxes for the G2V, K0V and M0V stars.

Dimensions (Mm) Grid spacing (km) Teff (K)

Spectral type x y z ∆x ∆y ∆z No. of cubes Quiet region Penumbra Umbra log g

G2V 48 48 6 48 48 20 9 5810 5102 3819 4.438

K0V 36 36 3 36 36 10 9 4965 4410 3401 4.609

M0V 12 13.3 1.2 13.3 13.3 4 8 3696 3609 3399 4.826
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& Solanki 2015; Smitha & Solanki 2017; Smitha et al.
2021) since it does not account for the cross-talk be-
tween different rays. This cross-talk, however, only be-
comes essential either when LTE approximation breaks
or when the atmospheric structure has to be computed
simultaneously with solving the radiative transfer (see,
Sect. 2.3). We reiterate that all essential atmospheric
properties are pre-computed with the MURaM code.
Consequently, the ray-by-ray approach enables a full
formal solution of the radiative transfer, capturing all
the 3D complexities introduced by the dynamic nature
of MURaM simulations. The emergent spectra from
the MHD cubes presented in Figures 1 - 6 and dis-
cussed through out the paper are computed using this
approach.
All in all, we derive emergent intensities at ten differ-

ent limb distances from µ = 1.0 (disc centre) to µ = 0.1
in steps of ∆µ = 0.1 (µ = cos θ, where θ is the an-
gle between the line of sight and the stellar surface nor-
mal). Since molecular spectral lines become increasingly
important at low temperatures we consider the follow-
ing molecules and their most important isotopes in the
MPS-ATLAS code calculations: H2, CH, NH, C2, CN,
CO, OH, MgH, SiH, SiO, TiO, and H2O. Furthermore,
for the continuous opacity, we takes the following con-
tributors into account: Free-free (ff) and bound-free (bf)
transitions in H−, H2, He, He−, C, N, O, Ne, Mg, Al,
Si, Ca, Fe, the molecules CH, OH and NH, and their
ions.

2.3. Spectral synthesis: 1D non-magnetic radiative
convective equilibrium model

In addition to the solution of the radiative transfer
along the ray the MPS-ATLAS code is capable of gen-
erating the 1D radiative-convective equilibrium models
(hereafter, RE models). In this case both the atmo-
spheric properties, T and ρ, as well as the radiation
field are determined together. The problem becomes
one of finding an atmosphere which is both in hydro-
static equilibrium and thermal equilibrium (i.e. where
the cooling and heating at each point in the atmosphere
are in balance). It is traditionally solved by iterating
the atmospheric structure (see, e.g., Kurucz 1970, for
the detailed description of the solution implemented in
the family of ATLAS codes).
The MPS-ATLAS code treats convective energy trans-

fer using mixing length approximation (see Castelli et al.
1997, for the details of the numerical implementation).
We emphasise that mixing length approximation is only
used for calculating atmospheric models and it is not
utilized in ray-by-ray calculations when all atmospheric
properties are taken from MURaM cubes (see Sect. 2.2).
A more detailed description of the MPS-ATLAS code is
given in (Witzke et al. 2021) and in (Kostogryz et al.
2022, 2023) who presented two grids of 1D RE models
produced with the MPS-ATLAS code.

We use MPS-ATLAS code for producing 1D models in
Section 5 where we compare the spectra obtained with
these models to those produced from the MURaM cubes
and ray-by-ray solution of the radiative transfer.

3. SPOT IMAGES

The disk center intensity images of the spots for the
three spectral types at four representative wavelengths
are shown in Figure 1. All images are normalized to
their respective mean quiet region (i.e. regions outside
of spots) intensities. In every case the quiet region pro-
files were taken from one hundred rows of pixels at the
top and bottom of the intensity image. The yellow and
cyan contours represent the masks that were used to
select the penumbral and umbral regions. For all the
considered cases these masks have been created using
reference images at 400 nm. For the G2, K0 and M0
stars the thresholds for the penumbral masks were set
at 0.60, 0.85, 0.88 times the respective Iqs. For the um-
bral masks, the corresponding thresholds were set at
0.15, 0.35, 0.39. The masks are fixed for a given spectral
type and do not vary with µ or wavelength. The chosen
penumbral and umbral thresholds appear quite low since
they are created at a shorter wavelength of 400nm. At
longer wavelengths, the same thresholds will correspond
to higher values.
A striking feature evident from Figure 1 is the decrease

of spot contrasts from G2- to M0-dwarfs. The main rea-
son for the difference in contrast is that although convec-
tion in spots is suppressed in all three spectral classes,
the spots on M0-dwarfs can still be effectively heated
by the radiation from the deeper layers below, which
transports considerable energy in the M0 star already
below the stellar surface. The same is not true for the
G2 dwarfs where radiative transfer of energy in spots is
not efficient. For a more detailed discussion see Panja
et al. (2020). The decrease of granular size from G2- to
M0-dwarfs seen in Figure 1 was earlier reported and dis-
cussed by, e.g., Freytag et al. (2012); Beeck et al. (2013);
Magic et al. (2013).
Figure 1 shows that the visibility of spots (and gran-

ulation pattern) also strongly depends on the spec-
tral region of the observations. Some interesting fea-
tures include the visibility of umbral sub-structures at
λ = 1600 nm and 3000 nm in both, G and K dwarfs, and
the appearance of fibril-like structures surrounding the
spot at λ = 3000 nm in the M-dwarf.

4. SPOT SPECTRA

The spatially averaged spectra corresponding to the
quiet region, penumbra, umbra and spot (i.e. combined
umbra and penumbra) for the G2, K0, and M0 dwarfs
are plotted in Figure 2 at three disk positions. The spot
spectra are computed by averaging all pixels enclosed
within the yellow contour in Figure 1. The penumbral
spectra are from the pixels between the yellow and cyan
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contours,while the umbral spectra come from the pixels
within the cyan contours.
The large variations in the spectra from µ = 1.0 to

µ = 0.3 are clearly seen not only in the quiet region but
also in spots, penumbra and umbra. Out of the three
spectral types considered, the M0 dwarf shows relatively
weaker dependence on the disk position (panels a3 - d3
in Figure 2) due to shallower temperature gradients in
their photospheres. The same is true for umbrae, for
which the intensity displays a smaller CLV for all three
spectral types, but increasingly so for the later spectral
types. A detailed analysis on the center-to-limb varia-
tion (CLV) of the individual spectra and how they com-
pare with the RE models will be presented in a separate
paper (Kostogryz et al. in prep).

5. SPOT CONTRASTS AND COMPARISON TO 1D
RADIATIVE EQUILIBRIUM MODELS

The radiative contrasts of spots relative to quiet stel-
lar regions play a crucial role in a large number of ap-
plications, e.g. mitigation of stellar contamination of
transmission spectra (Pinhas et al. 2018; Barclay et al.
2021b; Rackham et al. 2023; Kirk et al. 2024; Dami-
ano et al. 2024; Sing et al. 2024) and stellar variabil-
ity (Lanza 2016; Basri & Shah 2020; Johnson et al.
2021; Nèmec et al. 2023). Since 3D MHD simulations of
spots and their spectra have not been available so far,
the contrasts of spots for these applications have been
computed using different approximations and simplifi-
cations. For example, spots have been routinely rep-
resented by non-magnetic models with smaller effective
temperatures computed using 1D RE models.
Here for the first time, we present spot contrasts based

on 3D MHD simulations and compare them to the con-
trasts returned by the RE models. To do this com-
parison we define effective temperatures of quiet stellar
regions, umbra, penumbra, and combined spot model
using their disk-integrated spectra (computed based on
MURaM simulations). Then we compute RE models
with the corresponding temperatures using the MPS-
ATLAS code (Witzke et al. 2021; Kostogryz et al. 2023).
These 1D RE models are then used to compute spectral
contrasts for all spot components, which are then com-
pared to results based on the MURaM simulations.

5.1. Absolute and relative contrasts

In Figures 3, 4, and 5, we present the spot contrasts
for the G2, K0 and M0 dwarfs computed based on 3D
MHD MURaM simulations (black curves) and from 1D
RE MPS-ATLAS models (red curves). Here we define
two kinds of contrasts for the magnetic features (umbra,
penumbra, spot) relative to the quiet regions (QR). The
absolute contrast is defined as:

Absolute contrast =
Ffeat.(λ)− FQR(λ)∫

[Ffeat.(λ)− FQR(λ)]dλ
, (1)

where Ffeat.(λ),FQR(λ), are the disk-integrated fluxes
of a magnetic feature and quiet region respectively. The
denominator in Equation 1 normalizes the absolute con-
trast to unity over the wavelength range considered here,
that is from 300 nm to 6000 nm. The top panels in Fig-
ures 3–5 show the absolute contrasts for different mag-
netic features in ppm.
Similarly, we define the relative contrasts as

Relative contrast =
[Ffeat.(λ)− FQR(λ)]/FQR(λ)∫
[Ffeat.(λ)− FQR(λ)]/FQR(λ) dλ

.

(2)
The symbols carry the same meaning as in Equation 1.
The relative contrasts for the G2, M0 and K0 stars are
shown in the middle panels of Figures 3–5.
The absolute value of the spot contrast is not essen-

tial for many applications. Indeed, the surface coverage
of spots is usually unknown, e.g. in transmission spec-
troscopy applications it is treated as a free parameter.
Thus, the overall multiplication of spot contrast by a
wavelength-independent factor can be compensated by
the corresponding decrease of the spot surface coverage.
Thus, to focus on the wavelength dependence of the spot
contrast in Figures 3–5, both relative and absolute con-
trasts are normalized such that the area under the curves
are equal to unity.
Finally, in the bottom panels of figures 3–5 we plot

the relative difference between 1D RE and 3D MHD
contrasts defined as:

Relative differences =
ContrastRE − ContrastMHD

ContrastRE
.

(3)
For the computation of relative differences, we use the
absolute contrasts defined in Equation 1 but without the
normalization factor in the denominator.
For G2V stars the contrasts of umbra and penum-

bra calculated with 1D RE modelling show close agree-
ment with contrasts calculated using 3D MHD simula-
tions (see middle and right panels of Figure 3). This
explains why models of solar variability based on 1D
RE models of spots, e.g. SATIRE model (Krivova et al.
2003; Krivova & Solanki 2008) successfully reproduce
the available measurements of solar variability (Solanki
et al. 2013; Ermolli et al. 2013; Yeo et al. 2014). At the
same time, a single RE model fails to reproduce spectral
contrast of an entire starspot (i.e. combination of umbra
and penumbra). This demonstrates that the use of two-
component spot models (one component for the umbra
and another for the penumbra) is warranted (Wenzler
et al. 2006). Approximating the entire spot by a single
component as it is routinely done in the literature (see,
e.g., Rackham et al. 2023, and references therein) leads
to an intrinsic error in the resulting spectrum. The er-
ror introduced by representing a spot by a single model
atmosphere cannot be compensated for by adjusting its
effective temperature since such an adjustment will pro-
duce a mere shift of the entire contrast and, thus, is not
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Figure 2. Center-to-limb variation of the spatially averaged intensities from the quiet region, spot, penumbra and umbra for

the G2, K0 and M0 dwarfs. The penumbral and umbral regions were selected using the contours shown in Figure 1. The spot

spectra were computed by spatially averaging over the combined penumbral and umbral regions. Similarly, the quiet region

spectra were taken from two narrow horizontal bands at the top and bottom of the intensity images, away from the spot.
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Figure 3. Spot, penumbral and umbral contrasts for the G2 dwarfs. The curves in the top row are the absolute contrasts

computed, using Equation 1, from the 3D MHD simulations, and using radiative equilibrium (RE) models with the same Teff as

the MHD case (TMHD
eff −TRE

eff = ∆Teff = 0, red lines). The relative contrasts, computed using Equation 2, for the respective cases

are plotted on a logarithmic scale in the middle row. To simplify the comparison of the wavelength dependencies returned by

MHD and 1D RE calculations we normalize both relative and absolute contrasts by their integrals over the wavelength domain

we show. In other words, the areas under all shown curves for absolute and relative contrasts are equal to unity. In the bottom

row are the relative differences, defined in Equation 3, between the MHD contrasts and RE contrasts, shown here for different

RE models including those with ∆Teff = ±50K, ±100K (see legend). The relative differences are computed from the absolute

contrasts but without the normalization. See Section 5.1 for more details.
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Figure 4. Same as Figure 3 but for K dwarfs.

capable of reproducing spot contrasts at all wavelengths
(see bottom panel of Figures 3).
In contrast to the G2 case, RE models do not allow

an accurate reproduction of umbral and penumbral con-
trasts for K0 and M0 dwarfs (see, Figures 4 and 5, re-
spectively). In particular, the water features seen be-
tween 2 and 3 microns in the penumbral contrast of the
K0-dwarf are not properly accounted for in RE models.
Also, the RE model fails to recover the spectral slope of
the K0 umbral contrast above 4 micron. The bottom
panel of Figure 4 shows that, similar to the G2 spot
case, the noted shortcomings of RE modelling cannot
be corrected by adjusting their effective temperatures.
For the M0 case, RE modelling dramatically fails for the
umbral contrast over the entire spectral domain consid-
ered in this study (0.3–6 micron). All in all, 3D MHD
modelling is necessary for calculating spectra of spots
on K0 and M0 stars. While the discussion above was
limited to the disk-integrated spectra, Figure 6 shows
that the overall shortcomings of the RE modelling are
present also at different disk positions.

5.2. The causes of the discrepancy

In the following, we pinpoint the origin of the differ-
ence between spot contrasts calculated with the 1D RE
and 3D MHD models. There are two critical differences
between these two approaches. First, the 1D RE mod-
eling ignores the presence of horizontal substructures in
the quiet and active stellar regions (e.g. granulation in
the quiet regions, filaments and spines in penumbrae,
or umbral dots in umbrae). In contrast, these substruc-
tures are resolved and accounted for in the 3D MHD
simulations. Second, 1D RE models consider a parame-
terized treatment of convection (e.g. ATLAS and MPS-
ATLAS codes use the mixing length approximation by
Böhm-Vitense 1958) and do not directly account for the
magnetic field. In contrast, 3D MHD models allow self-
consistent treatment of the convection and its interac-
tion with the magnetic field.
We illustrate the relative importance of both these

effects in the case of M0 calculations where the devi-
ations between 1D RE and 3D MHD calculations are
the largest. To assess the influence of the horizontal
substructures on the spot contrast, we take the 3D MU-
RaM cube and horizontally average the vertical columns
corresponding to umbra, penumbra, and quiet regions
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Figure 5. Same as Figure 3 but for M dwarfs. Unlike for the G and K dwarfs, the difference in Teff between the quiet

region and the penumbra in the MHD simulations is less than 100K. Hence we present a comparison with RE models only for

∆Teff = ±50K.

(see Figure 7) to construct equivalent ‘1D MHD’ mod-
els. These 1D MHD models include a proper treatment
of convection and the magnetic field, but average out
the variations in substructures. Figure 7 compares the
umbral and penumbral contrasts calculated from the 1D
MHD models to the 3D MHD contrast computed with
a ray-by-ray approach described in Sect. 2. Interest-
ingly, both calculations return very similar results (see
middle and right panels of Figure 7), with the differ-
ences being much smaller than those seen between 1D
and 3D models in 5. This implies that the effect of the
horizontal temperature inhomogeneities caused by sub-
structures on the spectra of spots is rather small.
In contrast, the comparison of the ‘1D MHD’ and 1D

RE models shown in Figure 8 reveals that these mod-
els have very different vertical stratification. In partic-
ular, 1D RE modelling overestimates vertical temper-
ature gradients. We attribute it to the failure of the
mixing length approximation. Indeed, in contrast to
the atmospheres of G-dwarfs where the transition be-
tween convective and radiative energy transfer is rather

abrupt, convection plays an important role in the en-
tire photosphere of M0 dwarfs (Beeck et al. 2013; Panja
et al. 2020). This causes the mixing length approxima-
tion to fail leading to a less efficient transfer of energy
(and, consequently, steeper temperature gradients) than
in the realistic MHD simulations. We note that this is
the same effect that causes a decrease of spot contrast
towards cooler stars (see Figure 1).
Since Figure 7 shows that horizontally averaged ’1D

MHD’ models allow reliable calculations of spectra we
give these models in Table 2 for the quiet region, penum-
bra, and umbra. We note, however, that we only tested
the goodness of ’1D MHD’ models for calculations with
low spectral resolution. There are additional effects
important for the synthesis of individual spectral lines
which cannot be adequately accounted for in ’1D MHD’
models, e.g. flows associated with (magneto-)convection
or the effects of the magnetic field on the shapes of spec-
tral lines.
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Table 2. Tabulated ‘1D MHD’ atmospheres representative of the quiet region, penumbra and umbra for an

M0-dwarf.

Quiet region Penumbra Umbra

Density Temperature pressure Density Temperature Pressure Density Temperature Pressure

(g/cm3) (K) (dyne/cm2) (g/cm3) (K) (dyne/cm2) (g/cm3) (K) (dyne/cm2)

3.344e-10 3.579e+03 7.119e+01 1.586e-10 2.686e+03 2.627e+01 1.482e-10 2.649e+03 2.538e+01

3.885e-10 3.469e+03 8.039e+01 1.645e-10 2.668e+03 2.698e+01 1.547e-10 2.655e+03 2.653e+01

5.040e-10 3.340e+03 1.009e+02 1.862e-10 2.663e+03 3.044e+01 1.719e-10 2.665e+03 2.958e+01

6.176e-10 3.240e+03 1.204e+02 2.293e-10 2.681e+03 3.768e+01 1.941e-10 2.683e+03 3.358e+01

7.506e-10 3.145e+03 1.427e+02 2.940e-10 2.704e+03 4.844e+01 2.183e-10 2.688e+03 3.773e+01

Table 2 is published in its entirety in a machine-readable format. A portion is shown here for guidance regarding its form and
content. The full table can be accessed at the Max Planck Digital Library repository

Table 3. Tabulated ‘1D MHD’ atmospheres representative of the quiet region, penumbra and umbra for an

K0-dwarf.

Quiet region Penumbra Umbra

Density Temperature pressure Density Temperature Pressure Density Temperature Pressure

(g/cm3) (K) (dyne/cm2) (g/cm3) (K) (dyne/cm2) (g/cm3) (K) (dyne/cm2)

2.202e-09 3.585e+03 5.073e+02 6.574e-11 2.582e+03 1.197e+01 7.343e-12 2.292e+03 1.183e+00

2.604e-09 3.581e+03 6.002e+02 6.832e-11 2.579e+03 1.232e+01 7.657e-12 2.297e+03 1.235e+00

3.325e-09 3.570e+03 7.642e+02 7.793e-11 2.589e+03 1.398e+01 8.600e-12 2.311e+03 1.390e+00

4.000e-09 3.559e+03 9.168e+02 9.814e-11 2.623e+03 1.789e+01 9.922e-12 2.328e+03 1.609e+00

4.747e-09 3.549e+03 1.087e+03 1.313e-10 2.662e+03 2.436e+01 1.131e-11 2.345e+03 1.839e+00

Table 3 is published in its entirety in a machine-readable format. A portion is shown here for guidance regarding its form and
content. The full table can be accessed at the Max Planck Digital Library repository

https://edmond.mpg.de/privateurl.xhtml?token=b04553b2-fa59-41cb-ab72-660b95400585
https://edmond.mpg.de/privateurl.xhtml?token=b04553b2-fa59-41cb-ab72-660b95400585
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6. CONCLUSIONS

We showed that 1D RE modeling fails to match the
3D MHD spectral contrasts of umbra and penumbra for
M0- and K0-dwarfs. We attribute the discrepancies to
the inability of the mixing length approximation to ac-
curately account for convection and its interaction with
the magnetic field in atmospheres of stars cooler than
the Sun. In such stars both convection and radiation
play an important role in energy transfer over the entire
photosphere (Beeck et al. 2013; Panja et al. 2020).
One interesting possibility to test our calculations

is provided by observations of the spot-crossing events
when a transiting planet crosses a spot on its way across
the stellar disk. A number of such events have been al-
ready observed with broad-band photometric filters, e.g
persistent spot crossing events on TOI-3884 (Almenara
et al. 2022; Libby-Roberts et al. 2023). Spectral ob-

servations of such events (e.g. with the Hubble Space
Telescope or James Webb Space Telescope) are capa-
ble of uncovering spot spectra and providing additional
observational constraints for the MHD simulations.
The spot spectra provided in this paper can be used

for calculating contamination of transmission spectra on
M0, K0, G2 stars and are available at the Max Planck
Digital Library repository.
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Nèmec, N. E., Shapiro, A. I., Işık, E., et al. 2022, ApJL,
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Figure 9. Comparison between relative contrasts computed from the MHD cube, RE models and the Phoenix spectra for the

M dwarfs.

APPENDIX

A. COMPARISON WITH PHOENIX SPECTRA

In Figure 9 we compare the 3D MHD contrasts for the M0-dwarfs and from the 1D RE models with the contrasts
computed from the 1D PHOENIX models (Husser et al. 2013). In the PHOENIX-grid, we take models with effective
temperatures closest to our 1D RE models and interpolate them to the exact desired value. The penumbral, umbral
and the combined spot contrasts from the PHOENIX models show minor deviations to the 1D RE contrasts (Witzke
et al. 2021) but overall display a similar trend. Although they lie closer to the spectra from the 3D simulations at
some wavelengths, at others they deviate even more than the 1D RE models we considered. Thus the 1D PHOENIX
contrasts also show a dramatic failure to match the 3D MHD contrasts on the M0 dwarf.

B. INFLUENCE OF DIFFERENT MOLECULAR BANDS

Since the contrasts from the spatially averaged ‘1D MHD’ closely match the 3D MHD contrasts for the M0-dwarfs
(see Section 5.2, Figure 7), we now use the ‘1D MHD’ model to investigate the influence of a variety of molecular band
on different spectral regions. In Figure 10, we compute the penumbral and umbral contrasts from the M0-dwarfs by
suppressing the opacities from water molecules (panels a1 and a2), TiO molecules (panels b1 and b2) and all other
diatomic (H2, CH, NH, C2, CN, CO, OH, MgH, SiH, SiO) (panels c1 and c2). The absence of water molecules leads
to a large deviation in the contrasts over nearly the entire spectral band considered in this study, that is 0.2 - 6.0
microns, in both umbra and penumbra. While the diatomic molecules mainly affect longward of 4 microns in both
umbral and penumbral contrasts, the influence of TiO molecules show up only in penumbral contrasts at both shorter
and longer wavelengths.

C. ’1D MHD’ MODEL ATMOSPHERES FOR K0-DWARFS

A similar comparison between the contrasts from the 3D MURaM cube and the ’1D MHD’ models are presented in
Figure 11. The corresponding ’1D MHD’ models are given in Table 3.

D. VARIATIONS IN SPECTRA BETWEEN CUBES IN A TIME SERIES

The 3D MHD contrasts for the G2, M0 and K0-dwarfs discussed in the present paper are all computed using the
spectra averaged over a number of cubes from the given time series. Care was taken to select only those cubes whose
spectra do not deviate significantly from the mean. The disk-integrated fluxes were then calculated from the average of
the selected cubes. The spot spectra from all the different cubes for the G2, K0 and M0-dwarfs are shown in Figure 12.
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Figure 10. Relative contrasts for the M0 star from the spatially averaged 1D MHD atmosphere computed without the opacities

from H2O molecules (panels a1 and a2); without the opacities from the TiO molecules (panels b1 and b2); and without the

opacities from the diatomic molecules (panels c1 and c2). The top row shows the penumbral contrasts while the umbral contrasts

are plotted in the bottom row.
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Figure 11. Same as Figure 7 but for a K0-dwarf.
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here for G, K, and M spectral types.
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